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Goals
Understand the impact of the following hardware parame-

ters on GPU-based HPC platforms:

Number of GPUs per node

Interconnect link bandwidth

Interconnect topology

Introduction
GPUs are increasingly used in high performance computing

(HPC) platforms, resulting in an increase in per-node compu-

tational capacity and decrease in the number of endpoints in

the system. As such, computational and communication capa-

bility of the system must remain balanced. Hardware architec-

tural parameters such as the link bandwidth and the number

of GPUs per node are crucial design parameters that determine

this balance and thus, the overall performance of the system.In

this research, we leverage the whole system simulation capa-

bility of TraceR-CODES [1] and use it to study the impact of

hardware parameters using HPC workloads.

Methodology

The Tracer-CODES Simulation Framework

Figure 1: The TraceR-CODES workflow.

Applications Used for Generating Traces

Six benchmarks and proxy applications are used in the simula-

tion.

Application Computation Intensive Communication Intensive

Stencil4d 7 3

Subcomm3d 7 3

Kripke 3 7

Laghos 3 7

AMG 3 3

SW4lite 3 3

Table 1: Computational and communication properties of applications.

Simulation Parameters

Network Topologies

Figure 2: A 1D Dragonfly

group [2] [4], (Intra-group

links of router R0).

Figure 3: A Fat-Tree pod [3].

Network Sizes and GPUs per node

GPUs per node 1D Dragonfly Fat-Tree

1 GPU/Node 16 Groups 8 Pods

2 GPUs/Node 8 Groups 4 Pods

4 GPUs/Node 4 Groups 2 Pods

8 GPUs/Node 2 Groups 1 Pods

Table 2: Network sizes for different GPUs per

node, default is 1 GPU per node.

Total number of GPUs in the system =

2048

Bandwidth

Default Setting :

Link Bandwidth = 11.9 GB/sec

Internal Bandwidth = 23.8

GB/sec

We use eight other bandwidth

settings: x/16, x/8, x/4, x/2,

2x, 4x, 8x, 16x for our

simulations.

Results

Impact of Number of GPUs per Node
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Figure 4: Speedup over default setting (1 GPU per node) for different GPUs per

node, for all applications traces of 128 processes (Fat-Tree.)
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Figure 5: Speedup over default setting (1 GPU per node) for different GPUs per

node, for all applications traces of 128 processes (1D Dragonfly.)

The performance of communication kernels, Stencil4d and Subcomm3d drops significantly while the performance of compute-

intensive kernels, Kripke and Laghos remains similar, for both 1D Dragonfly and Fat-Tree topology.

Impact of Network Bandwidth
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Figure 6: Speedup over default setting for various bandwidths in the 4 GPUs per

node mode, for all applications of 128 processes, (in Fat-Tree.)
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Figure 7: Speedup over default setting for various bandwidths in 4 the GPUs per

node mode, for all applications of 128 processes (1D Dragonfly.)

For applications that are sensitive to communication -- Stencil4D, Subcomm3d, AMG, and SW4lite, as the number of GPUs per

node increases, more link bandwidth is needed to sustain the performance -- insufficient bandwidth.

Conclusion

As the number of GPUs per node
increases, the node becomes more
computation-intensive, and thus, there is
a slowdown in application performance
as the communication/computation ratio
of the network reduces.

As the number of GPUs per node
increases, more bandwidth is needed to
substantiate the slowdown in application
performance.

Every application has a "sweet spot"
where it is performing the best. This
indicates that a substantial benchmarking
study will be needed to determine the
best system configurations for
GPU-based systems.

FutureWork

Considering other interconnect choices,
such as HyperX.

Using more proxy and production
applications.

Studying other system parameters such
as NIC-level packet scheduling and
buffer size.
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