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Figure 1: The TraceR-CODES workflow.
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Applications Used for Generating Traces

Speedup

Six benchmarks and proxy applications are used in the simula-
tion.
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Table 1: Computational and communication properties of applications. node increases, more link bandwidth is needed to sustain the performance -- insufficient bandwidth.



